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Why you should attend this session ?
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Deep Learning-based Recommenders in Production
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Why Recommender Systems ?
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Recommender Systems are Everywhere !
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Product/Books

Friends

Job/Contact

Songs

Movie/Series

Books

Courses

Music



Research proves that consumer experience does matter
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Problem Space : Recommendation

Engine

User

Other Users Interactions

Recommended 
Results

Recommendation Engines 

Re-Ranked Results

Results Diversity

Recency

Impression Discounting

Item

Interactions

Challenges

- How to represent users and items?

- How to build hybrid systems with both 
interactions ( collaborative ) and 
user/item metadata ? 

- How to use dynamic user behaviors?  

- How to use implicit ( view, share ) 
feedback ?



Why Deep Learning based Recommenders ?
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- Direct content Feature extraction instead of metadata
- Text, Image, Audio

- Better representation of users and items for Recsys

- Hybrid algorithms and heterogeneous data can be used 

- Better suited to model dynamic behavioral patterns and complex feature 
interactions 



Deep Learning-based Recommenders in Production
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*Image Credits : “Kubeflow Explained” at Strata 2018 by Michelle Casbon
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*Image Credits : “Kubeflow Explained” at Strata 2018 by Michelle Casbon
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*Image Credits : “Kubeflow Explained” at Strata 2018 by Michelle Casbon
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*Image Credits : “Kubeflow Explained” at Strata 2018 by Michelle Casbon



What you will learn today ?
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Experimentation/
Development Training @Scale Monitoring Serving

Kubeflow



What you will learn today ?
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Deploy Kubeflow
Experiment in 

Jupyter 
Notebook

Build Docker 
Training Image

Training at Scale
&

Export Model

Build Model 
Training ServerDeploy ModelIntegrate Model 

with UI AppOperate



What you will build today ?

Demo 
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• Add screen shot of 
• Ambasador
• Jupyter hub
• Training @scale ( Pods) 
• Serving 
• Final UI 



You can apply the learning of this session in any machine learning / deep 
learning based projects / products.

End-To-End ML/DL Workflow
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How to make best out of today’s session
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• Fully hands on session where we will build 
end to end DL based recommender sytems

• For environment access
• Local 
• GCP ( Recommended)

• Code labs are created for you as a step by 
step guide

• http://bit.ly/strata19-sf

http://bit.ly/strata19-sf


Section 1

RecSys 101 

21
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RecSys 101 : What is RecSys?

“Serve the relevant items to users in an automated fashion to optimize short and long term

business objectives”

RELEVANT ( WHAT )

1. Novelty

2. Serendipity

3. Diversity

AUTOMATED ( HOW )

1. No manual intervention

2. Scale Up 

BUSINESS OBJECTIVES ( WHY )

1. Short Term Business Objectives
a. High clicks
b. Revenue
c. Positive explicit ratings

2. Long Term Business Objectives
a. Increased engagement
b. Increase in social action
c. Increase in Subscriptions
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RecSys 101 :  Internals

What Who

Item filtering, Understanding User Profile, Intent Context

Interaction

Score 
Items 

P ( click ), 
P (share )

Rank 
Items

Sort by 
Business 

Objective

Machine 
Learning

Content Based
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RecSys 101 : Content Based Recommendation

Recommends an item to a user based upon a description of the item and a profile of the user’s interests 

Representing Items using Features

Drama Arty Comedy Action … … … Commercial

0.7 0 0.2 0 0.8

User Profile 

Creating a user profile that describes the types of items the user likes/dislikes



RecSys 101 : Content Based Recommendation

§ More than 100 million monthly active users
§ Over 30 million songs
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RecSys 101 : Content Based Recommendation

No need of other users data

Easy to understand reason behind 
recommendation

Capable of recommending new and unknown 
items

Cons

Can only be effective in limited circumstances 

No suitable suggestions if  content doesn’t have 
enough information

Depend entirely on previous selected items and 
therefore cannot make predictions about future 

interests of users

Pros
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RecSys 101 :  Internals

What Who

Item filtering, Understanding User Profile, Intent Context

Interaction

Score 
Items 

P ( click ), 
P (share )

Rank 
Items

Sort by 
Business 

Objective

Machine 
Learning

Collaborative



RecSys 101 : Collaborative Filtering

Unlike Content based filtering , Collaborative Filtering  doesn’t require any product description at all

Which movie should I 
watch ?

Which Restaurant to 
go ?

Which book to read 
next ?

I should ask my 
“FRIENDS” !



RecSys 101 : Collaborative Filtering : Interactions / Feedback

ItemUser

Explicit Implicit

Ratings Purchased Add to cart Viewed Shared
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RecSys 101 : Collaborative Filtering

Collaborative 
Filtering

Nearest 
Neighbor

User based

Item based

Latent Factor 

Find similar users like me and recommend what they liked

Find similar items to those I have previously liked

Factor based techniques ( Matrix Factorization, Factorization Machine )

- Scalability
- Predictive accuracy
- Can model real-life situations ( e.g. Biases, Additional Input sources , 

Temporal Dynamics )

$ 1 Million Netflix Challenge
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RecSys 101 : Collaborative Filtering : Latent Factor

Take the users and their feedback for different 

items and identify hidden factors that influence 

the user feedback

The idea is to factorize or decompose the user item 

matrix into two matrices

• Users are mapped on to hidden factors

• Items are mapped on to hidden factors 
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RecSys 101 : Collaborative Filtering

Pros

Content information not required either of users or 
items

Personalized recommendations using other user’s 
experience

No domain experience required 

Cons

Cannot produce recommendations if there is no 
interaction data available     ( Cold Start Problem )

Often demonstrate poor accuracy when there is little 
data about users’ ratings (Sparsity)

Popular items get more feedback ( Popularity bias )
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RecSys 101 :  Internals

What Who

Item filtering, Understanding User Profile, Intent Context

Interaction

Score 
Items 

P ( click ), 
P (share )

Rank 
Items

Sort by 
Business 

Objective

Machine 
Learning

Hybrid



Representation : A Key Aspect

Engine

User

Other Users 
Interactions

Recommended 
Results

Recommendation Engines 

Re-Ranked Results

Item

InteractionsRepresentation

User ID

Item ID

User / Item 
Metadata
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Matrix Factorization

Users

Items

How to better represent 
users and items ?

What about item and user 
metadata ?
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RecSys 101 : Hybrid Recommendation Engine

Pros

Solve the issue of Cold Start by leverage both 
content and collaboration

Use of Implicit feedback reduces the sparsity 
issues to a large extent 

Can include higher order feature interactions as 
well  

Cons

Difficult to implement 
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Matrix Factorization

Credit : Olivier Grisel

http://ogrisel.github.io/decks/2017_dotai_neural_recsys/
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Matrix Factorization : Deep Neural Networks

Credit : Olivier Grisel

http://ogrisel.github.io/decks/2017_dotai_neural_recsys/
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Matrix Factorization : Deep Neural Networks with Metadata

Credit : Olivier Grisel

http://ogrisel.github.io/decks/2017_dotai_neural_recsys/
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Deep Triplet Network with Implicit Feedback

Credit : Olivier Grisel

http://ogrisel.github.io/decks/2017_dotai_neural_recsys/


Section 2

Kubeflow
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42*Image Credits : “Machine Learning as code” at Kubecon 2018 by David Aronchick and Jason Smith 



Experimentation

43*Image Credits : “Machine Learning as code” at Kubecon 2018 by David Aronchick and Jason Smith 



44*Image Credits : “Machine Learning as code” at Kubecon 2018 by David Aronchick and Jason Smith 



45*Image Credits : “Machine Learning as code” at Kubecon 2018 by David Aronchick and Jason Smith 
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What is Kubeflow ?
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A curated set of compatible tools and artifacts that lays a foundation for running production ML apps

“The Machine Learning Toolkit for Kubernetes”

Notebook TF Model Training TF serving 
Seldon, 
TensorRT

Pipelines Multi-framework
Integration



Make it Easy for Everyone to Develop, Deploy and Manage
Portable, Distributed ML

on Kubernetes

Kubeflow Mission

48



What are Containers ?

49“Can run on any environment”

Code Configuration Dependencies



What is Kubernetes ?
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- Provides runtime environment for Docker 
Containers ( encapsulate application 
and its dependencies )

- Scale and load balance docker 
containers

- Abstract the infra for containers
- Declarative definition for running 

containers 
- Perform update ( or rolling update ) 
- Service discovery and exposure

Make life easy while working with 
containers 



Just Enough K8S core pieces
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POD

Group of one or More 
Containers

Service

Single Exposed Component 
for Multiple copies of Pods 

Manifest File

Declarative way for your 
required resources



Lab : Building and Evaluating Deep Learning Based 
Recommenders
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What we will do in this Codelab ?
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Deploy Kubeflow
Experiment in 

Jupyter 
Notebook

Build Docker 
Training Image

Training at Scale
&

Export Model

Build Model 
Training ServerDeploy ModelIntegrate Model 

with UI AppOperate



Break
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What we will cover after the break ?
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Deploy Kubeflow
Experiment in 

Jupyter 
Notebook

Build Docker 
Training Image

Training at Scale
&

Export Model

Build Model 
Training ServerDeploy ModelIntegrate Model 

with UI AppOperate

+
Reference Architectures

Hyper-Parameter Tuning ( Katib )
CI / CD Pipeline ( Argo )  

Best Practices 



Lab : Building and Evaluating Deep Learning Based 
Recommenders - Continue
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Ksonnet
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Source : https://codelabs.developers.google.com/codelabs/kubeflow-introduction/index.html#1



Tensforflow Serving
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Tensorflow Serving

• Low latency inference
• Model versioning and 

rollback
• Custom version policy for 

A/B and Bandit tests
• Uses highly efficient 

gRPC and Protocol 
Buffers  



API Layer
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Reference Architecture
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Deep Learning

Tune

Web 
Trackers

Mobile 
Trackers

Adobe/Google 
Analytics

Kafka

Hadoop 
Distributed 
File System

Spark
Streaming

3rd Party 
Service (like 
Comscore)

APIs Deep Storage 
(S3/Google 

Cloud Storage)

Product 
Categorization

Spam 
Reduction

Enhanced Domain Data

Attribute 
Extraction

Optimization 
Models

Model Deployment 
Engine (Spark, 

Google Cloud ML or 
Azure ML)

Content & 
Attribute Based

Sqoop

A/B Test

Testing Framework

Offline
Evaluation

Real time 
adjustment with 
bandit algorithm

Model 
Ensembles

Machine Learning Server 
(TensorFlow Serving, Azure 

ML, Spark Velox)

Metrics

API

Cached 
Default 

Recommendat
ion

Scheduled 
retraining

Application 
( Recommender 

Decoupled )

Too long 
load time

APIs

2

3

Real-time 
Pipeline

Batch 
Pipeline

Session

1

Data Ingestion and 
Processing Pipeline

Model & Testing 
Framework

Machine Learning
Server

Base Reference: Lazada



Hyper-Parameter Tuning 
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Katib ( by NTT )

• Pluggable micro-service

• Multiple architecture for Hyper-Parameter tuning ( Grid, 
Random, Bayesian ) 

• Different optimization algorithms  Different frameworks

StudyJob (K8s CRD)

• Hides complexity from user

• No code needed to do hyper-parameter tuning Synchronize Kubeflow development with Git



CI / CD Pipeline 
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Argo CD is a Kubernetes-native Declarative Continuous Delivery tool that follows the GitOps
methodology

• Integrations with templating tools like Ksonnet, Helm, and 
Kustomize in addition to plain yaml files to define the desired 
state of an application

• Automated or manual syncing of applications to its desired 
state

• Intuitive UI to provide observability into the state of 
applications

• Extensive CLI to integrate Argo CD with any CI system
• Enterprise-ready features like auditability, compliance, 

security, RBAC, and SSO

Synchronize Kubeflow development with Git

https://argoproj.github.io/argo-cd


Performance Load Testing 
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Locust : Open Source Load Testing Tool

• Define user behaviour in code ( in Python)

• Distributed & scalable ( can even run on 
Kubernetes Cluster ) 

• Proven & battle tested



Alternatives Open Source Frameworks 
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Open Source 

MLFlow ( Databricks )

Bighead ( AirBnb )

Michelangelo ( Uber )

Cloud Specific / Commercial 
Offerings

Azure ML Studio

AWS Sagemaker

Google Cloud-ML

H20

Domino 

Anaconda Enterprise

And Many More ……



Thanks
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26-MAR-2019

- Provide feedback on the tutorial 

- Download & review tutorial material 
- Concepts
- Demos

- Share
- Progress, Issues, Use-cases
- Twitter

- @meabhishekkumar
- @pramodchahar

Next Steps


